On the performance of molecular polarization methods. I. Water and carbon tetrachloride close to a point charge
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The three main methods to implement molecular polarization (point dipoles, fluctuating charges, and shell model) are tested against high level \textit{ab initio} calculations for a molecule (water, carbon tetrachloride) close to a point charge (at the distance of a lithium or magnesium ion). The goal is to check whether an approximation (linear polarization) strictly valid at large intermolecular distances is sufficiently accurate for liquid state molecular dynamics simulations, where strong polarization effects are to be expected at short separations. The monitored observable is the molecular dipole moment as a function of the charge-molecule distance for selected molecular orientations. Analytic formulas are derived for the components of the molecular polarization tensor, facilitating the optimization of the performance for each polarization method as a function of its underlying parameters. Overall, the methods studied provide a remarkably good representation of the induced dipole, with no divergences appearing even at the shortest distances. For water close to a monovalent point charge the point dipole model, implemented with one or three dipoles, accurately reproduces the water dipole moment at all distances. Deficiencies appear as the molecular polarizability and/or charge increase: basically, the \textit{ab initio} induced moments grow faster at intermediate distances than the linear increase characteristic of the phenomenological polarization methods, suggesting that nonlinear effects (hyperpolarizability) cannot be neglected in these cases. Regarding the capabilities of each method, the point dipole method is the one that performs best overall, with the shell model achieving acceptable results in most instances. The fluctuating charge method shows some noticeable limitations for implementations of comparable complexity (in terms of the number of sites required). © 2004 American Institute of Physics.
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I. INTRODUCTION

It is widely accepted that the inclusion of polarization is indispensable for the next generation of molecular force fields in order to confidently simulate heterogeneous environments. Indeed, a substantial amount of work has already been directed towards this goal, mainly motivated by the accuracy required in biomolecular simulations\textsuperscript{1,2} (as reflected, for instance, in the recent upgrading of the CHARMM force field with the inclusion of a fluctuating charge parametrization\textsuperscript{3}, or an initial version of an atomic dipole model implemented in AMBER Ref. 4). At this point it might be convenient to critically examine the performance of the simple polarization methods that are being used, and the way in which polarizable force fields are constructed. In standard practice one of the available polarization methods is added to a force field functional (with, e.g., Lennard-Jones and Coulomb interactions) and parameters are optimized so that selected liquid state properties get acceptably close to experimental values or, in an alternative approach, \textit{ab initio} energies computed for several cluster configurations. Both methods share two basic problems related to the description of the electrostatic part: first, the performance of the polarization methods at short distances is seldomly addressed in detail (while there is no guarantee that they provide reasonable results in regions with highly nonhomogenous electric fields) and second, the electrostatic parameters get mixed with energetic or condensed phase properties, while this could in principle be avoided. An example should clarify these points: in the vast literature on ion solvation\textsuperscript{5–27} (a scenario in which short range polarization effects can be expected to be particularly important) that makes use of classical polarizable methods, we are not aware of any work in which the induced dipole moment is computed as a function of the ion-molecule distance, and the results compared with \textit{ab initio} calculations. Such a comparison might allow a reassessment of the way in which polarizability is handled.
prior to the development of the force field. It is a test of this sort that will be undertaken here for the most popular polarization methods. Moreover, considering that high quality electrostatic multipoles are readily obtained in \textit{ab initio} calculations, it is suggested that the electrostatic part might be decoupled from liquid state properties and/or cluster energies to better understand the effect of polarization. The contradictory results obtained to date on the contribution of molecular polarization might result from comparing force fields that have been optimized mixing electrostatic with energetic and/or condensed phase aspects in variable proportions, and using different polarization methods with uncontrolled or unclear behaviors at short distances.

As already emphasized, the environment of an ion in solution is of particular interest, which justifies to study polarization effects for ion-molecule dimers instead of, for instance, addressing molecules under strong homogeneous fields. Regarding the molecules selected, water is a mandatory choice. As stated, for instance, in a review by Elrod and Saykally, \cite{11} many-body effects can have important manifestations in a number of bulk water properties and, unlike in most atomic and molecular systems, many-body effects in hydrated ion systems can result in substantial structural changes. Considering this critical role of water, it is remarkable that a simple and reliable polarizable model is not yet available although, starting with the pioneering work of Barnes et al., \cite{12} a large number of polarizable models have been developed in the past and new ones are being developed at an increasing pace\cite{13,14,15} (the study of phase coexistence constitutes a relevant example of the difficulties encountered\cite{16,17,18}). It is obvious that there is a need for such a model in order to replace the (nonpolarizable) workhorses of liquid state simulation (such as SPC/E Ref. 65 and TIP4P Ref. 66).

Comparison with high level \textit{ab initio} results for the dipole moment (or even higher multipoles) in strong nonhomogeneous electric fields (like those in the presence of an ion) might be a convenient and systematic way to guide future work. In this connection, only the work by Alfredsson et al.\cite{19} on the water dimer, where polarization was modeled by a single point dipole and the most probable configurations were compared with \textit{ab initio} calculations, is along the lines of what is reported here. Although different from the present approach, the concept of molecular polarization potential map has also been used to help understand the performance of different polarization models for the water molecule.\cite{20} The main limitation of water, when looking for general guidelines, lies in its low polarizability. As an example of a highly polarizable molecule we selected carbon tetrachloride, which displays a number of interesting features: its polarizability is almost one order of magnitude larger than the one of water, it has no permanent dipole moment, and no polarization anisotropy.

Regarding the ions chosen, Li$^+$ should provide upper bounds on the polarization that a monovalent ion induces on neighboring molecules. Similarly, Mg$^{++}$ is the smallest divalent ion of biochemical interest. It is important to keep in mind, though, that the present calculations correspond to a molecule in the vicinity of a point charge (singly or doubly charged), rather than to an actual lithium or magnesium ion. This is the case for both the \textit{ab initio} results and for those with classical polarization methods (where only the molecule is allowed to be polarized). Although, in principle, there is no obstacle in computing the total induced dipole moment of an ion-molecule dimer (which will be addressed in a forthcoming contribution), several considerations justify this simplified approach. First, almost all simulation studies of solvated cations have neglected ion polarizability, so that it is important to assess to which extent these models hold when compared with \textit{ab initio} calculations. An interesting issue is that of polarization divergence which has been often invoked to introduce damping schemes at short separations and ascribed to the use of point charge models. Although this claim has been disproved for the water dimer,\cite{21} it might be possible that such divergence exists under the stronger fields created by small cations. Moreover, this simplified approach should provide a simple picture of molecular polarization, but one that can still be rigorously compared with \textit{ab initio} results. Real ions would introduce a higher degree of complexity since the total polarization depends then on both ionic and molecular contributions as well as on charge transfer. Together with the fact that the total dipole moment for charged systems depends on an arbitrary origin, the result would not be intuitively clear. In short, the molecules have been treated exactly but for the ions it is assumed that beyond the ionic radius (our induced moments have only been computed down to the closest distance for the real ion-molecule dimer) they behave as point charges (this approximation is virtually exact from rather small separations onwards, as will be shown).

There are three approaches for the inclusion of polarization that are amply used,\cite{22} and for which a comparative study is reported here: point dipoles,\cite{23,24,25} electronic equalization (fluctuating charges),\cite{26} and Drude oscillators or shell models.\cite{27} Methods that handle many-body effects by including three-body terms (or higher) in the parametrization of energy,\cite{28,29,30} without making use of explicit polarization, are also rather popular but are not included in the present study. While they have the advantage of computational efficiency and can accurately reproduce the energy landscape, they are unable to provide information on induced dipoles. We also do not analyze the extremely useful work on polarizable atoms designed to incorporate reaction fields into quantum chemical calculations.\cite{31} Each of the methods studied here has, \textit{a priori}, its strong and weak points. In the point dipole approach, the fact that dipoles are located on different sites substantially increases the complexity of molecular dynamics (MD) codes. This method, though, seems the most natural choice if a sort of hierarchical approach (feasible for increasing computational resources) is to be followed, since it would allow for the inclusion of higher multipoles.\cite{32} The fluctuating charge method, in which site charges depend on the environment, is one of the most appealing because no significant changes need to be made in existing nonpolarizable codes. It has also the conceptional advantage to describe charge transfer within a molecule (on which this approach is based). Unfortunately, it is difficult to model out-of-plane dipole moments for planar molecules\cite{33} or even polarizable atomic ions.\cite{34} Finally, the shell model has similar advantages.
regarding easiness of implementation. Its main problem might be the shortening of the time step because the inclusion of fast vibrating oscillators imposes and the use of more interaction sites. One important point has not been addressed so far is that of the equivalence between these methods. In principle all three are capable of providing at least the same mean polarizability under homogeneous fields and are therefore indistinguishable at long intermolecular distances. However, at short separations it is not clear if they are still interchangeable, since they can (and do) have different responses to nonhomogeneous fields. While computational convenience has been a major factor to decide which method to use, it will be investigated here if this different performance at short distances could provide a physically based criterion. These methods do not encompass all the possibilities at hand. Mixed methods are also possible: within the fluctuating charge model, charges can be allowed to depart from the hand. Mixed methods are also possible: within the fluctuating charge model, charges can be allowed to depart from the hand. Mixed methods: if nonlinear effects turn out to be important though, if these approaches can solve the problems of simple other combination is, in principle, possible. It is not clear, if nonlinear effects turn out to be important though, if these approaches can solve the problems of simple other combination is, in principle, possible. It is not clear, though, if these approaches can solve the problems of simple methods: if nonlinear effects turn out to be important (hyperpolarizability), none of these refinements would be capable of addressing them. This is one of the main focuses of the present work. Another reason not to address mixed methods at the outset is that simple methods have not been optimized in most cases; it suffices to say that we know of no simple polarizable model of water that displays the experimental anisotropic polarizability. Therefore we decided to investigate their maximum performance before embarking on more sophisticated approaches. To this end we have also derived analytic formulas for the polarization tensor components for each of the methods, since these are helpful in guiding the optimization process.

The outline of the paper is as follows: a summary of the polarization methods used is given in the following section. Details of the ab initio calculations for the chosen systems are summarized in Sec. III. The reader not interested in computational details can find the main results and the discussion of capabilities and shortcomings of each method in Sec. IV. The main conclusions are summarized in Sec. V.

II. POLARIZATION METHODS

Here we summarize the fundamentals of the polarization methods studied, together with the corresponding parameters for water and carbon tetrachloride required in each method. Moreover, analytic formulas are given for the polarization tensor in each case (with the mathematical derivation outlined in the Appendix for illustrative examples).

A. Fluctuating charges

In the chemical potential equalization method (CPE) Ref. 72 variable discrete charges are located on atomic sites within the molecule. Their value is computed, for a given molecular geometry, by minimization of the electrostatic energy. Within the context of liquid state simulations it is most usually known as the fluctuating charge method.33

For an isolated molecule, the molecular energy is expanded to second order in the partial charges

\[
U_{\text{molec}} = U_0(\{r\}) + \sum_{i=1}^{M} \chi_i^0 q_i + \frac{1}{2} \sum_{i=1}^{M} \sum_{j=1}^{M} J_{ij}(r_{ij}) q_i q_j,
\]

(1)

where \(U_0(\{r\})\) denotes the charge independent contribution, \(\chi_i^0\) ("atomic electronegativity") and \(J_{ij}\) ("atomic hardness") are in principle characteristic of the atomic site \(i\), and \(J_{ij}(r_{ij})\) is a screening function, which is usually computed as the Coulomb integral of Slater \(ns\) atomic orbitals. In practice Eq. (1) is probably better regarded as a convenient expansion of the molecular energy, with parameters to be fitted from molecular properties, a perspective that will be exploited here to obtain the maximum possible performance of the method. Moreover, and although this possibility lies outside the scope of the present work, the \(J_{ij}(r_{ij})\) coefficients are, in principle, dependent on the intramolecular distances if a flexible model is being considered (an Appendix in Ref. 82 contains a detailed discussion of how the calculation of intramolecular forces is affected in such a case).

The CPE tenet is that atom electronegativities within the molecule \((\chi_1 = \partial U_{\text{molec}}/\partial q_1)\), should equalize \((\chi_1 = \chi_2 = \cdots = \chi_M)\), while maintaining overall neutrality \((\Sigma_{i=1}^{M} q_i = 0)\). This is equivalent to the minimization of the molecular energy with respect to the partial charges, again with the added condition of charge neutrality.

Particularizing to the case in which the molecule is subjected to an external homogeneous field, the total energy is given by

\[
U = U_{\text{molec}} - \vec{p} \cdot \vec{E},
\]

(2)

where \(\vec{p}\) denotes the molecular dipole moment. If the energy is minimized, with the additional constraint of electroneutrality (with \(\chi\) being the corresponding Lagrange multiplier),

\[
\frac{\partial (U - \chi \Sigma_{q_i})}{\partial q_i} = 0,
\]

(3)

the following set of equations is obtained (with the first one applying for each site \(i\) within the molecule):

\[
\chi_i + J_i^0 q_i + \sum_{j \neq i} J_{ij} q_j = \frac{\partial \vec{p}}{\partial q_i} \cdot \vec{E} = \chi,
\]

(4)

\[
\sum_f q_f = 0,
\]

(5)

from which the induced charges required to evaluate the molecular polarizability can be obtained.

We now give the analytic formulas for the polarization tensor components in the case of water and carbon tetrachloride. As a general rule, this tensor has no dependence on atomic electronegativities83 (which are themselves linked to partial charges). This fact greatly facilitates the construction of fluctuating charge models: the \(J\) parameters can be optimized to reproduce the experimental values of the polarization tensor components, while the electronegativities can be...
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2. Carbon tetrachloride

In the case of carbon tetrachloride, with one fluctuating charge on each atomic site, all three polarization tensor components are equal,

$$\alpha_{\text{eff}} = \frac{4d \cos \left( \frac{\pi}{\sqrt{2}} \right)}{J_{\text{Cl}} - J_{\text{ClCl}}}$$

where $d$ stands for the carbon-chloride distance and tetrahedral symmetry is assumed. It is important to note that as long as the difference $J_{\text{Cl}} - J_{\text{ClCl}}$ is kept constant, the same molecular polarizability is obtained. Therefore the J values can be optimized so that the best possible accord for induced dipole moments at short distances is obtained (it is also interesting to note that the carbon hardness does not contribute to the molecular polarizability). Subsequently, only the results with the model used by Llanta and Rey to study induced absorption in liquid carbon tetrachloride will be reported since, as will be shown within, no significant improvement [based on Eq. (9)] is possible. The corresponding parameters are $J_{\text{Cl}} = 983.844 \text{kJ/(mol} e^2)$, $J_{\text{ClCl}} = 577.796 \text{kJ/(mol} e^2)$, and $d = 1.766 \text{Å}$, which reproduce the experimental polarizability (10.5 Å$^3$) when inserted in Eq. (9).

B. Point dipoles

In this method both fixed partial charges and induced dipoles are located within the molecule. The value of the induced dipoles ($\vec{p}_i$) can be derived starting from the electrostatic energy of a polarizable particle (of polarizability $\alpha_i$) subject to an external field

$$U_i = -\vec{p}_i \cdot \vec{E}_i + \frac{\vec{p}_i^2}{2\alpha_i},$$

where $\vec{p}_i$ denotes the induced dipole.

The field is produced by the external partial charges ($\vec{E}^0$) and by both the intramolecular and external induced dipole moments

$$\vec{E}_i = \vec{E}^0_i + \sum_{j \neq i} T_{ij} \vec{p}_j,$$

where $T_{ij}$ denotes the dipole field tensor

$$T_{ij} = \frac{1}{\vec{r}_{ij}^3} \left[ \frac{3 \vec{r}_j \vec{r}_{ij}}{\vec{r}_{ij}^2} - I \right].$$

The following expression results for the electrostatic energy associated to induced dipoles:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$ (Å$^3$)</td>
<td>1.09</td>
<td>1.12</td>
<td>1.44</td>
<td>0.979</td>
<td>1.975</td>
<td>1.44</td>
<td>1.44</td>
<td>1.47</td>
<td>1.47</td>
<td>1.47</td>
</tr>
<tr>
<td>$\alpha_{xx}$ (Å$^3$)</td>
<td>0.0</td>
<td>0.0</td>
<td>1.44</td>
<td>0.922</td>
<td>0.933</td>
<td>1.44</td>
<td>1.44</td>
<td>1.47</td>
<td>1.47</td>
<td>1.47</td>
</tr>
<tr>
<td>$\alpha_{yy}$ (Å$^3$)</td>
<td>2.26</td>
<td>2.55</td>
<td>1.44</td>
<td>1.464</td>
<td>3.759</td>
<td>1.44</td>
<td>1.44</td>
<td>1.532</td>
<td>1.528</td>
<td>1.528</td>
</tr>
<tr>
<td>$\alpha_{zz}$ (Å$^3$)</td>
<td>1.02</td>
<td>0.82</td>
<td>1.44</td>
<td>0.550</td>
<td>1.234</td>
<td>1.44</td>
<td>1.44</td>
<td>1.451</td>
<td>1.468</td>
<td>1.468</td>
</tr>
</tbody>
</table>
The terms within the first parenthesis correspond to the result that would be obtained if the model had an additive character (in this limit different additive atomic polarizabilities should be used, which are also available\(^\text{69}\)). The somewhat involved last term thus represents the effect of intramolecular interactions between induced dipoles. We have not attempted to partition the polarization tensor component in a similar way for the two other cases, in order to avoid unnecessarily increasing the complexity of the formulas.

\[
\begin{align*}
\alpha_{xx} &= \alpha_O \left(1 + \frac{\alpha_H}{8d^3 \sin^3(\theta)}\right) + 2 \alpha_H \alpha_O \left[\frac{3 \sin^2(\theta) - 1}{d^3} + \frac{\alpha_H}{4d^3 \sin^3(\theta)}\right] \\
&\quad \left(1 - \frac{\alpha_H}{4d^3 \sin^3(\theta)}\right)^2 \left(1 + \frac{\alpha_H}{8d^3 \sin^3(\theta)}\right) + 2 \frac{\alpha_H^2 \alpha_O}{d^3} \frac{3 \sin^3(\theta) - 1}{d^3}
\end{align*}
\]

\[
\begin{align*}
\alpha_{yy} &= \alpha_O \left(1 - \frac{\alpha_H}{4d^3 \sin^3(\theta)}\right) + 2 \frac{\alpha_H}{d^3} \frac{3 \sin^2(\theta) - 1}{d^3} \\
&\quad + 2 \alpha_H \alpha_O \left[\frac{3 \sin^2(\theta) - 1}{d^3} + \frac{\alpha_H}{4d^3 \sin^3(\theta)}\right] \\
&\quad \left(1 - \frac{\alpha_H}{4d^3 \sin^3(\theta)}\right) \left(1 + \frac{\alpha_H}{8d^3 \sin^3(\theta)}\right) - 2 \frac{\alpha_H^2 \alpha_O}{d^3} \frac{3 \sin^3(\theta) - 1}{d^3}
\end{align*}
\]

A large number of models exist for water, ranging from those with only one point dipole (located on the oxygen or on the M site) to those that have three point dipoles, respectively, located on the hydrogens and, again, on the oxygen or M sites. A summary of the parameters for each of the models studied here is given in Table III (although only the most successful will be discussed). The associated polarizabilities, obtained with Eqs. (15)–(17) for the cases with three point dipoles, are reported in Table II. It should be noted that models with only one dipole are isotropic, while the water molecule displays anisotropic polarizabilities. Although this is, in principle, a reasonable approximation (the difference between polarization tensor components is less than 10%), it is not clear to what extent it can be trusted at short distances, a point that will be addressed here. It is somewhat surprising that none of the models with three point dipoles available in

---

**TABLE III. Parameters for point dipole models of water.**

<table>
<thead>
<tr>
<th>Model</th>
<th>(d_{OH}(\text{Å}))</th>
<th>(d_{OM}(\text{Å}))</th>
<th>(\theta_{ HOH}(\text{deg}))</th>
<th>(\alpha_O(\text{Å}^3))</th>
<th>(\alpha_H(\text{Å}^3))</th>
<th>(\alpha_{xx}(\text{Å}^3))</th>
<th>(\alpha_{yy}(\text{Å}^3))</th>
<th>(\alpha_{zz}(\text{Å}^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSPC</td>
<td>1.0</td>
<td>1.0</td>
<td>109.47</td>
<td>1.44</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9572</td>
<td>0.9572</td>
</tr>
<tr>
<td>POL1</td>
<td>1.0</td>
<td>1.0</td>
<td>109.47</td>
<td>0.465</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9572</td>
<td>0.9572</td>
</tr>
<tr>
<td>RPOL</td>
<td>1.0</td>
<td>1.0</td>
<td>109.47</td>
<td>0.528</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9572</td>
<td>0.9572</td>
</tr>
<tr>
<td>PDM</td>
<td>1.0</td>
<td>1.0</td>
<td>109.47</td>
<td>0.215</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9572</td>
<td>0.9572</td>
</tr>
<tr>
<td>RER</td>
<td>1.0</td>
<td>1.0</td>
<td>109.47</td>
<td>0.15</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9572</td>
<td>0.9572</td>
</tr>
<tr>
<td>PD1-H2O</td>
<td>1.44</td>
<td>0.135</td>
<td>109.47</td>
<td>1.44</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9572</td>
<td>0.9572</td>
</tr>
<tr>
<td>PD2-H2O</td>
<td>1.0</td>
<td>0.135</td>
<td>109.47</td>
<td>0.135</td>
<td>1.44</td>
<td>0.0</td>
<td>0.9572</td>
<td>0.9572</td>
</tr>
</tbody>
</table>

---

\[
\alpha_{zz} = (\alpha_O + 2\alpha_H) + \frac{16\alpha_O^2 \sin^3(\theta) - 32\alpha_O \alpha_H d^3 \sin^3(\theta) + 2\alpha_H^2 d^3}{8d^6 \sin^3(\theta) - 16\alpha_O \alpha_H \sin^3(\theta) + \alpha_H d^3}. \quad (15)
\]
TABLE IV. Site polarizabilities for the different CCl₄ point dipole methods discussed.

<table>
<thead>
<tr>
<th>Method</th>
<th>αC (Å³)</th>
<th>αCl (Å³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference 69</td>
<td>0.878</td>
<td>1.910</td>
</tr>
<tr>
<td>PD-CCl₄</td>
<td>-1.000</td>
<td>2.880</td>
</tr>
<tr>
<td>PD-central</td>
<td>10.51</td>
<td>0.00</td>
</tr>
</tbody>
</table>

the literature have aimed to reproduce the experimental anisotropic components, while an excellent match can be attained by optimizing the oxygen (or M site) and hydrogen polarizabilities with the help of Eqs. (15)–(17). The result of such optimization is denoted PD1-H₂O in Table III (there the charge is located on the M site characteristic of the TIP4P model, as this turns out to be superior to locating it on the oxygen). We have also included the position of M in the optimization process, and denoted the resulting model PD2-H₂O; it reproduces correctly the (gas phase) experimental anisotropic polarizabilities (see Table II).

2. Carbon tetrachloride

If induced dipoles are located on each atomic site and tetrahedral symmetry is assumed the following expression is obtained:

\[
\alpha_{\text{CCl}_4} = (\alpha_C + 4 \alpha_{\text{Cl}}) + \left( \frac{4 \sqrt{2} \alpha_C^+}{8} \frac{9 \sqrt{3}}{8} \alpha_{\text{Cl}} \right) \frac{2048 \alpha_C \alpha_{\text{Cl}} + 288 \sqrt{2} \alpha_{\text{Cl}}^2}{1024 \sqrt{2} d^6 - 8192 \sqrt{2} \alpha_{\text{Cl}} \alpha_C - 243 \sqrt{2} \alpha_{\text{Cl}}^2 + 96 \sqrt{3} \alpha_C d^3},
\]

where the first term stands for the energy of the oscillators and the second for that of the induced dipoles in the presence of the external field.

The equilibrium position will be found by solving

\[
\frac{\partial U}{\partial d_i} = 0,
\]

which, considering that \( \vec{\rho}_i = \sum q_{Di} \vec{d}_i \), yields

\[
k_i \vec{d}_i - q_{Di} \vec{E} = 0
\]

so that

\[
\vec{d}_i = \frac{q_{Di}}{k_i} \vec{E}.
\]

Inserting into the formula for the induced dipoles, we get

\[
\vec{p}_i = \sum q_{Di}^2 \frac{k_i}{k_i} \vec{E},
\]

from which the polarizability in the direction of \( \vec{E} \) is identified as

\[
\alpha = \sum q_{Di}^2 \frac{k_i}{k_i}.
\]

Since the result is independent of the electric field direction, an important limitation is that molecular polarization in this method is isotropic (even if more than one site per molecule is used). Regarding parameter optimization, somewhat different approaches are possible. In principle each term of the sum could be identified with the corresponding atomic polarizability (\( \alpha_i = q_{Di}^2 / k_i \)), which makes more evident the additive nature of the model [as Eq. (24) reduces to \( \alpha = \sum \alpha_i \)]. If these atomic polarizabilities are taken as given then only one free parameter is left for each site (\( q_{Di}^2 / k_i \)). In another approach, since the (average) molecular polarizability is the only observable atomic polarizabilities are used as first guess of the quotients (\( q_{Di}^2 / k_i \)), but all param-
meters are subsequently varied (with the only restriction that the total molecular polarizability remains unchanged). Both approaches have been followed here in order to explore the maximum performance of the method. Actually, numerical efficiency also puts an important restriction on the sort of models that are acceptable. Since in its most popular form the method is applied making use of a generalized Lagrangian, with the dynamics of the auxiliary sites integrated together with that of the nuclei, spring stiffness cannot be too large since this would require a rather short time step. Conversely, the charges cannot be large either, with \( q \approx 10e \) being a rough upper bound of the values that can be found in the literature.

Parameters for the different models available for water, and for the optimized one developed in this work (SH-H2O), are summarized in Table V. The corresponding polarizabilities can be found in Table II. For carbon tetrachloride there are no available models, an optimized version has been developed here (SH-CCl4 with parameters \( k_c=0.0, q_{DC}=0.0, k_{CI}=13 206 \text{kJ mol}^{-1} \text{Å}^2, q_{DCI}=5e \)), which yields the experimental polarizability.

### III. AB INITIO CALCULATIONS

The performance of the polarization models discussed in this work is examined by comparing the induced dipole moments with those from \( ab \) \( initio \) calculations on the same systems. Therefore it must be ensured that the reference calculations are of sufficient accuracy. From a quantum chemical viewpoint, electrostatic properties such as induced dipole moments (and polarizabilities) are one-electron properties or properties of the (linear response of the) ground-state electron density and can be calculated semiquantitatively already on the Hartree-Fock level if sufficiently flexible basis sets are used. Qualitatively wrong Hartree-Fock dipole moments are found for small dipole moments, however, and accurate calculations of these properties require inclusion of electron correlation. For polarizabilities, Hartree-Fock calculations underestimate polarizabilities typically by up to 10%. The low accuracy of Hartree-Fock calculations with respect to polarizability calculations is also evident from the well-known approximate character of Koopmans’ theorem since, to the first-order of perturbation theory, the polarizability is proportional to the sum of the reciprocal excitation energies \( \alpha = 1/(E_0 - E_n) \); \( E_n \) is the \( n \)th excited state. Just opposite to Hartree-Fock, density functional calculations with simple functionals (VWN Ref. 89, BLYP Ref. 90) overestimate polarizabilities. Newer density functionals such as B3LYP Ref. 91 perform better and give an error around 2% or less if used with specially designed basis sets. For our calculations we decided to use the B3LYP density functional with the aug-cc-pVTZ basis set since a vast number of studies have already demonstrated its accuracy also for other quantities we are interested in with respect to future investigations. A good overview of the performance of density functionals for the calculation of electrical properties is given in Ref. 97.

In order to find the minimum of the potential energy curves \( Li^+ \) and \( Mg^{2+} \) were described with the 6-311G* basis set since for these metals no aug-cc-pVTZ basis is available. Then the potential curves were calculated by moving the ions in the directions relative to \( H_2O \) and \( CCl_4 \) described in the subsequent sections. The curves of the induced dipole moments as function of the distance were calculated in the same way except that the ions are replaced by point charges without basis functions.

### IV. MOLECULE CLOSE TO MONOVALUED CHARGE

We first address molecular polarization in the proximity of a monovalued charge with the radius of a lithium cation.

#### A. Water

The performance of molecular polarization methods only needs to be studied for distances that are physically relevant, so we start by estimating the distance of closest approach. Figure 1 displays the \( Li^+ - H_2O \) energy profiles computed \( ab \) \( initio \) for several molecular orientations (full lines). The same calculation has been performed for a point charge (dashed lines) instead of a lithium ion in order to ascertain from which separation the approximation used here for the ion is accurate. Five molecular orientations have been selected: \( C_{2v}-face \), with the molecular dipole pointing away from the ion, corresponds to the most probable orientation in the vicinity of a cation, as reflected in the deeper minimum; \( trans \) corresponds to a similar configuration with the molecule slightly tilted, so that there is a collinear ion-oxide-hydrogen arrangement; \( top \) is a rather different geometric configuration which remarkably has almost the same energy profile as \( trans \), and in which the ion approaches the water molecule perpendicular to the molecular plane and towards the oxygen; \( C_{2v}-back \) and \( cis \) have been included for completeness, since they have dissociative profiles and therefore will be rather unprobable; in \( C_{2v}-back \) the water molecule

---

**TABLE V. Parameters for shell models of water.**

<table>
<thead>
<tr>
<th></th>
<th>Reference 56</th>
<th>Reference 58</th>
<th>Reference 76</th>
<th>SH-H2O</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_{OH} (\text{Å}) )</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9572</td>
</tr>
<tr>
<td>( d_{OM} (\text{Å}) )</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.215</td>
</tr>
<tr>
<td>( \theta_{HO} (\text{deg}) )</td>
<td>109.47</td>
<td>109.47</td>
<td>109.47</td>
<td>104.52</td>
</tr>
<tr>
<td>( k_0 (\text{kJ mol}^{-1} \text{Å}^2) )</td>
<td>61 535.44</td>
<td>4185.5</td>
<td>65 784.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( k_M (\text{kJ mol}^{-1} \text{Å}^2) )</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>62 597.64</td>
</tr>
<tr>
<td>( k_G (\text{kJ mol}^{-1} \text{Å}^2) )</td>
<td>0.0</td>
<td>0.0</td>
<td>4597.0</td>
<td>29 096.44</td>
</tr>
<tr>
<td>( q_{DC}(e) )</td>
<td>-8</td>
<td>2.082 41</td>
<td>-5.00</td>
<td>0.0</td>
</tr>
<tr>
<td>( q_{OM}(e) )</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>8.0</td>
</tr>
<tr>
<td>( q_{OD}(e) )</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.75</td>
<td>0.2</td>
</tr>
</tbody>
</table>
has been inverted with respect to $C_{2v}$-face and in cis the water molecule has been inverted with respect to trans. The distance of maximum approach has been determined in each case as that in which the interaction energy is $\approx 10k_B T$, which guarantees that no shorter distances will be reached during a typical liquid state simulation. This criterion results in a “radius” slightly smaller than 1.5 Å for $C_{2v}$-face, trans, and top configurations, which seems a safe estimation since it is substantially smaller than the shortest distances found ($\approx 1.7$ Å) in molecular dynamics simulations of Li$^+$ in water for a broad range of thermodynamic conditions (using an effective potential). This minimal distance for $C_{2v}$-back and cis was chosen to be 4 Å. Compared with a real cation, the point charge approximation is virtually exact down to 3 Å for $C_{2v}$-back and cis (the distance at which the solid and dashed lines start to diverge), and down to 2.5 Å for $C_{2v}$-face, trans, and top. These values can be taken as indicative of the closest distances where the induced dipole moments computed here faithfully represent those of the real ion-molecule dimer.

The first five panels in Fig. 2 display the modulus of the total dipole moment of the water molecule for each of the chosen orientations (the last panel displays the $x$ component of the induced dipole moment for the top configuration). In each case, the results are shown only for the physically relevant range (see above). Vertical dashed lines indicate the distance at which the potential energy profiles obtained for the ion or for a point charge are still indistinguishable. Each
plot includes the *ab initio* result together with the best point dipole, shell, and fluctuating charge models. Before discussing each one in turn, several things can be observed at the outset. First, inspection of the shortest distances shows that induced dipoles can substantially exceed the permanent dipole moment ($\sim 1.85$ D) with total dipole moments that reach up to $4.5$ D for the most probable orientation, i.e., an induced dipole of $2.65$ D, which highlights the importance of including polarization in order to properly describe these strong induction effects. Conversely, inspection at larger distances shows that all methods are interchangeable from a distance of 4–5 Å (i.e., two molecular diameters), which signals the distance from which the linear polarizability approximation is virtually exact. Regarding the performance of each method, the shell and point dipole method reproduce fairly well the *ab initio* profiles, the latter method coming even closer at the shortest distances. Finally, another important conclusion can be drawn: when compared with the *ab initio* results, no overestimations are observed for any of the polarization methods. This is in line with the results for the water dimer, and again in line with the results for the water dimer, the best accord with the *ab initio* profiles is obtained when the point dipole is located on an $M$ site, with a distance of $\approx 0.2$ Å from the oxygen. Therefore the single-dipole models reported in Ref. 48 and (the best model) in Ref. 67 provide an optimal representation of the molecular induced dipole on the water molecule and will be denoted PDM.

Actually, a single point dipole model is optimal since none of the models with three point dipoles that have been tried is able to outperform it. A comparison between the best one-dipole and three-dipoles models, for a selected number of orientations, is displayed in Fig. 3. Several three point models have been tried (with parameters summarized in Table III), which include two new optimized models (PD1-H2O and PD2-H2O, described in Sec. II B 1). The best model with three dipoles is PD2-H2O, and although its description of the
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induced dipole is excellent in all cases (Fig. 3), it is still slightly worse than a one-dipole model at contact. This is good news from the simulation point of view since there is no need to include more than one dipole per molecule, although it is somewhat surprising given that PD2-H2O displays the exact experimental anisotropic polarizabilities (see Table II) in contrast with the isotropic polarizability of a one-dipole model.

Regarding the shell model, the best implementation is the one optimized here (SH-H2O, see Table V and Table II), and displayed in Fig. 2. As stated above its performance is excellent, although it slightly overestimates the induced dipoles at contact, particularly for the top configuration (although it is important to recall that such close separations are not observed in MD simulations). The result that a method without anisotropic polarizabilities displays such a good agreement is in line with the results obtained with the point dipole method, according to which a one-dipole (isotropic) model is excellent. In this case, contrary to what has been observed for point dipoles, the shell model performs better if the polarizability on hydrogens is included.

Finally, both fluctuating charge models are clearly inferior to optimized shell or point dipole models for all configurations, as can be seen in Fig. 2 (where only the best one, SPC-FQ, is displayed). It is known that the main failure is to be expected for the top configuration, as displayed in the sixth panel of Fig. 2. There, instead of the total dipole moment, only the component of the induced dipole moment along the x axis is plotted (flat dashed line), showing that the fluctuating charge model yields a null induced dipole perpendicular to the molecular plane, while the other two methods predict the right ab initio result at all distances. Again, as for the other orientations, this induced dipole is substantial (up to 2.5 D) and certainly cannot be considered a small discrepancy. However, the fluctuating charge model can predict part of the total dipole in the top configuration (ion perpendicular to the molecular plane), since such configuration also induces some polarization on the molecular plane due to the hydrogen sites polarizability (fifth panel in Fig. 2). Moreover, in all other configurations (first four panels in Fig. 2) the fluctuating charge models underestimate the induced dipole moment as well, which is consistent with the fact that both have a mean molecular polarizability which is ≈20% lower than the experimental one. This underestimation is not only due to neglecting the perpendicular component but also due to a low in-plane polarizability along the direction perpendicular to the molecular dipole (y axis), which is roughly half of the experimental value. It is also the case that the polarizability along the dipole axis (z) is substantially higher than the experimental one. While it would be relatively easy to get the correct experimental polarizabilities along the y and z axis by optimizing the parameters in Eqs. (7) and (8), the fact that no improvement is possible for the x axis precludes this option. It is obvious that a higher number of sites is required for a real improvement (or the use of a mixed model) with the consequent computational burden in MD simulations, and that this is probably not worth being pursued given the success of, for instance, point dipole models with only one dipole.

**B. Carbon tetrachloride**

Its much higher polarizability (10.5 Å³ compared with 1.4 Å³ for water) together with its spherically symmetric polarizability, makes this molecule an ideal case to study the limits of some of the conclusions drawn from water. Figure 4 displays the Li⁺-CCl₄ energy profiles computed for several molecular orientations (full lines), together with the corresponding profiles for the point charge approximation (dashed lines). Three molecular orientations have been studied (with sketches included in Fig. 5), with two of them being almost equally stable (as shown in Fig. 4): in the face configuration the ion occupies a position above the center of the triangle defined by three chlorine atoms and its minimum occurs at the shortest distance (≈2.5 Å), in the edge configuration the ion sits above the line between two chlorine atoms with the minimum at a somewhat larger distance (≈3 Å). It is noteworthy that the well depth in both cases is not far from that of the water dimer (see Fig. 1), showing that electrostatic interactions due to induced dipoles are not per se weaker than interaction energies from permanent ones (a phenomenon that is known to occur in other cases, see Sec. 15 in Ref. 86). Finally, for the corner configuration, with a collinear ion-chlorine-carbon alignment, the well is shallower and occurs at a larger distance (≈4 Å). Concerning the accuracy of the point charge approximation for the ion, it is virtually exact down to 4.5 Å for the corner configuration and down to 3.5 Å for the face and edge orientations. The distance of maximum approach is ≈1.8 Å for the face configuration, ≈2.2 Å for edge, and ≈3.6 Å for corner (note the different origins of the horizontal axis in Fig. 5).

The results from several models are displayed in Fig. 5. We first note that the ab initio calculations predict rather high induced dipole moments (of up to 8 D for the corner configuration), much larger than those of the water molecule, and roughly one order of magnitude larger than those in neat liquid CCl₄ (which have a mean value of 0.19 D and a maximum value of ≈0.7 D, see Ref. 84). From the preceding analysis of the water molecule and the spherical symmetry of CCl₄, one may think that only one point dipole (with the
molecular polarizability located on the carbon site) might be adequate. Indeed, this model is fairly reasonable for distances for which the point charge approximation for the ion is accurate (vertical dashed lines). However, and as displayed in Fig. 5, such model would produce strong divergences at short distances, particularly for the most stable configuration (face). For this orientation the single point dipole model overestimates the induced dipole for all distances. Therefore, the optimal model for water performs rather poorly for carbon tetrachloride, indicating that the selection of a model should be decided on a case per case basis. Although a definitive conclusion will require computing the total dipole moment for the ion-molecule complex, the low polarizability of the lithium ion (the only aspect that is not included here), as compared with that of CCl\textsubscript{4}, strongly suggests that the present conclusion will not change appreciably. The natural choice is then a model with point dipoles on each atomic site. The only available model is that proposed in Ref. 69 and used in MD simulations of the neat liquid and ionic solutions in Ref. 9 (see Sec. II B2 and Table IV). From the third panel in Fig. 5, we see that it is rather accurate for the corner configuration at all distances. This good degree of accord is reduced for the edge configuration and gets even poorer for the face configuration, so that the performance reduces for the most probable configurations. Also in Fig. 5 the results from a fluctuating charge model\textsuperscript{84} are included. Its performance is almost identical to the five point dipole model that has been just discussed.

On the basis of the polarizability formulas for CCl\textsubscript{4} [Eqs. (9), (18), and (24)] we have optimized each method for the two most probable configurations (face and edge). Remarkably, no optimization of the fluctuating charge model is possible. From Eq. (9) we have that $\alpha_{CCl4}$ only depends on the difference $J_0^C - J_{Cl}$, so that these two parameters have to be increased or decreased proportionally, in order to keep the difference (and therefore the molecular polarizability) constant. Following this procedure, no changes are observed on the curves displayed in Fig. 5. Since this method fails particularly for the most probable configuration (face) we conclude that, as in the case of water, it has the worst performance and that, again, a more complex approach (with more point charges or mixed methods) is required in order to be comparable with the shell or point dipole methods. Together with the aforementioned difficulties for planar molecules and atomic ions, and despite its computational convenience, it seems fair to conclude that it should not be recommended as the method of choice if an accurate and fast calculation of induced dipoles is required.

Regarding the optimized shell and point dipoles methods, the results are displayed in Fig. 6. Parameters for the optimized shell model (SH-CCl\textsubscript{4}) are reported in Sec. II C, and those for the optimized point dipole (PD-CCl\textsubscript{4}) are given in Table IV. It can be seen that now they both satisfactorily reproduce the \textit{ab initio} curves for the most probable configurations (face and edge), which highlights the importance of parameter optimization for each molecule in order to get the maximum performance, while at the same time keeping the behavior at long distances (molecular polarizability) intact. It is interesting to note that this optimization process, in the case of point dipoles, leads to a negative polarizability located on the carbon site (see parameters in Table IV). This possibility, which to our knowledge has never been considered before,\textsuperscript{69} can be physically motivated if one considers that the main deficiency of the point dipole method lies in its inability to model intramolecular charge transfer. We see, as a result of the optimization process, that by using negative polarizabilities (for a buried atom), this approach is able to mimic alternating partial charges in a molecule that result from polarization by an ion. The fact that an ion often induces alternating changes in atomic partial charges if, for example, positioned on one end of a hydrocarbon molecule, is known since a long time. Semiempirical calculations that showed such results were among the first ones in coordina-
Finally, for the less probable configuration (corner) both methods underestimate the induced dipole by a ~25% in the worst case. It is to be noted that this strong disagreement occurs for the configuration in which higher dipole moments are induced: for face and edge the maximum induced dipole is 6 D, while it goes up to almost 8 D for corner. As in the (much less pronounced) case of water close to lithium, where the ab initio curve is slightly above each method at intermediate distances, a likely explanation is that there are nonlinear polarization effects (with the consequent higher induced dipole in the ab initio calculation), which the classical methods are unable to reproduce. It is this particular issue that will be the focus of the following section.

V. MOLECULE CLOSE TO DIVALENT CHARGE

The models for water and for carbon tetrachloride that have been found to accurately reproduce the dipole moment close to a (point charge) lithium ion will be now tested in the environment of the (point charge) magnesium ion. No further optimization is now possible, any disagreement that may appear will signal unavoidable deficiencies of simple polarization methods, which would need to be addressed with ad hoc improvements.

A. Water

A single point dipole located on a M site close to the oxygen or, to a lesser extent, a three point shell model, are the simplest models that accurately predict the induced dipole of a monovalued charge for all relevant distances (see Sec. IV). Only these two optimal methods will be now compared with the ab initio results for a divalent point charge. Figure 7 displays the Mg$^{2+}$-H$_2$O energy profiles computed for several molecular orientations (full lines), together with the corresponding profiles for the point charge approximation (dashed lines). Qualitatively the results are very similar to those for the monovalent charge: C$_2v$-face is the most stable configuration with the well depth increasing by about a factor of 2 with respect to the corresponding curve for Li$^+$), top and trans have similar but shallower attractive profiles, while cis and C$_2v$-back are dissociative. Concerning the accuracy of the point charge approximation it is virtually exact down to 3 Å for all configurations displayed in Fig. 7. The distance of maximum approach is of roughly 1.3 Å for C$_2v$-face and trans configurations, increases to ~1.5 Å for top and, finally, is of about ~2.3 Å for C$_2v$-back.

The results for the total dipole moment are displayed in Fig. 7. Each plot includes the ab initio result together with the best point dipole and shell models. Notice that in the case of the C$_2v$-back configuration the point dipole which is directed towards the ion at long separations, reverses its direction at ~3.5 Å due to the contribution of the induced dipole, yielding negative values at shorter distances. Vertical dashed lines indicate the distance at which the potential energy profiles obtained for the ion or for a point charge are still indistinguishable. Although still not substantial, marked divergences already exist at these separations (where the point charge approximation for the ion is exact) between the
ab initio and classical polarization methods (themselves almost identical within all the range). These differences grow for smaller distances, although at the shortest separations the ab initio curves display a turnover (with a maximum of \approx 8 D for the total dipole), which allows the classical methods to come closer again to the ab initio results (except for the C_{2v}-back configuration, due to a larger contact distance).

Regarding the interpretation of these results, we first note that for distances larger than 4–5 Å both methods provide highly accurate results, confirming the good performance of classical polarization methods for distances larger than about two molecular diameters (as observed for the Li^{+}-H_{2}O dimer). However, for smaller distances the performance is not as good as for the monovalent charge. The differences between classical and ab initio results can be rationalized as resulting from two sources, depending on the separation.

First, the underestimation of the induced dipole at “intermediate” separations (1.5–4 Å) should probably be ascribed to the lack of nonlinear contributions in the classical methods (hyperpolarizability), to a higher degree than what has already been observed in the analysis for the monovalent charge. Here the difference can go up to 2 D between the ab initio and classical curves (a substantial 50% in some cases, while for the edge configuration of the Li^{+}-CCl_{4} dimer it was of about 30% in the worst case). Nonlinear effects can be better appreciated if we compare, for a fixed distance, the dipole induced by a monovalent charge with that induced by a divalent one. We take the case of the C_{2v}-face configuration for the ion-water dimer, with the distance fixed at 2 Å (that is, the most probable orientation close to the minimum of the corresponding potential energy profile, see Figs. 1 and 7). The total ab initio dipole for a lithium-water dimer is 3.57 D, i.e., an induced dipole moment of 1.72 D (given that water has a permanent dipole of 1.85 D). For the magnesium-water pair we get 6.53 D for the total ab initio dipole, i.e., and induced dipole of 4.68 D. The crucial point is that the latter is a factor 2.7 larger (compared to 1.72 D), while the charge has only increased by a factor of 2. If we now turn to the corresponding results obtained with the best classical model (PDM, which has one point dipole located at the M site), we find that the induced dipole is 1.4 D for the lithium-water dimer and 2.8 D for the magnesium-water dimer. Therefore, the induced dipole increases by exactly a factor of 2 when the charge is doubled, consistent with the expected linear behavior. In conclusion, it does not seem possible that any of the (linear) polarizable models studied is capable of reproducing the nonlinear increases with charge predicted by ab initio calculations.

Second, at separations close to contact the ab initio curves go through a maximum and slightly decrease at the closest separations, while the classical curves continue increasing. This damping that is here observed for the ab initio calculations supports the notion that a decrease of atomic polarizabilities at short distances should be expected due to the overlap of electronic charge distributions. The better accord with the classical methods that is observed at contact is probably fortuitous, in the sense that polarization methods seem to perform better when they do not contain any mechanism to mimic electronic overlap. These results stem from two opposing trends: the underestimation at “intermediate” distances and the overestimation that can be expected at very short distances (in most cases classical methods tend to diverge for unphysically short separations). Put another
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way, if the classical methods would have yielded a better accord at intermediate distances, then one should expect to find divergences at contact. In this connection, it is important to note that no divergences are found at contact separations even for this doubly charged ion, while they would probably appear in any method that would include nonlinear effects (which would require the use of damping schemes).

B. Carbon tetrachloride

Finally, we turn to CCl₄, for which it is to be expected that the features just discussed may become even more evident. Figure 9 displays the energy profiles computed for several molecular orientations (full lines), together with the corresponding profiles for the point charge approximation (dashed lines). Again, the qualitative results for the Mg²⁺-CCl₄ profiles are very similar to those for Li⁺. The face and edge configurations have almost the same stability, albeit the well depth has increased by more than a factor of 3 (while the charge has only been doubled). The edge configuration also increases its well depth although, again, its position is located at a much larger distance and is therefore less probable. In contrast with all previous examples, there is a substantial disagreement with the point charge approximation for the ion (dashed lines) at all distances. Consequently, the comparison with ab initio results will only apply for the point charge-CCl₄ system. The distances of maximum approach barely change compared to those reported in Sec. IV B.

Figure 10 displays the results from the ab initio calculations together with those from the optimized point dipole (PD-CCl₄) and shell (SH-CCl₄) models (see Sec. IV B). The most remarkable aspect probably is the huge induced dipole moments predicted by the ab initio calculations, which go up to 25 D for the edge configuration. Certainly, these results correspond to the point charge-CCl₄ system and will have to await confirmation from a computation for the real Mg²⁺-CCl₄ dimer. Concerning the point that is of interest here, the comparison of the induced dipoles between ab initio and classical methods for a point charge, the basic results obtained for water are here reinforced. Basically, classical methods produce exact results for distances larger than one molecular diameter\(^{101} (\approx 5 \text{ Å})\), and underestimate the ab initio results for shorter distances. In this case the underestimation can be as large as a 50%. Again the ab initio results display a turnover for the closest distances, which in this case the classical methods are able to mimick to a certain extent. Again, there are no signs of divergence for the classical methods at contact separations, and no significant differences exist between point dipoles or shell models.

VI. CONCLUSIONS

To summarize, the point dipole or shell models are remarkably accurate at all distances in the vicinity of a small
monovalent charge. The analysis close to a divalent charge (or to a monovalent charge for highly polarizable molecules) suggests that the inclusion of hyperpolarizability might be required to cure the underestimation of the dipole moment at intermediate distances. It should be noted that in no case is damping required, so that the use of damping schemes based on divergences taking place during MD simulation of the liquid phase does not seem justified on physical grounds. Actually, in most configurations classical polarization methods tend to underestimate the induced dipole.

The present results discourage the use of the fluctuating charge method. Besides its known limitations for planar molecules and atomic ions, it has been shown that for carbon tetrachloride (a spherical molecule with five sites) it cannot describe, even if optimized, the induced dipole for the most probable molecular orientation. While a better performance might probably be obtained using a higher number of site charges, this solution is in conflict with the requirements of efficiency in MD simulations. In contrast, the point dipole and shell models display a high degree of flexibility, which has allowed to optimize their parameters and obtain a much better accord with ab initio calculations than would be possible by simply using transferable sets of parameters. In this sense, given the present feasibility of an ab initio analysis for each molecule of interest, it is probably advisable to perform a case per case parameter optimization instead of using reduced sets of atomic parameters which, although yielding acceptable results for a wide range of molecules, are not able to exploit the full capabilities of simple polarization methods. The example of the point dipole method applied to carbon tetrachloride illustrates this point: while it is improbable that a negative polarizability for the carbon atom is transferable, it is the one that yields the best accord with ab initio results for this particular molecule. Following this approach, and for the cases studied, the use of mixed methods does not seem necessary, specially considering that they do not seem to have the potential to reproduce nonlinear effects either.

Certainly, it is necessary to check whether the present conclusions hold for the real ion-molecule dimer and for this purpose the total induced dipole will be computed ab initio and with classical methods that include ion polarizability. No substantial changes are anticipated, though, given the low cation polarizability and the fact that the basic conclusions already hold in the region where the point charge approximation for the ion is highly accurate. Assuming that this is the case, schemes for including nonlinear effects will be studied. In this connection, although damping schemes seem not to be required in the cases studied here, if an additional nonlinear polarization is included, it might actually require the use of damping at contact. Finally, given the very good accord obtained with ab initio calculations for dimers in the gas phase, it seems essential to ascertain the possible variations of polarizability that may take place in condensed phase,102–104 since at the present level of accuracy they may constitute the limiting factor in order to get a satisfactory representation of many-body effects in the condensed phase.
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APPENDIX: POLARIZATION TENSOR COMPONENTS

Here we outline the derivation of one of the polarization tensor components ($\alpha_{zz}$) for the case of water. It should be reminded that the $z$ axis is directed along the water symmetry axis, bisecting the angle between both oxygen-hydrogen stretches, with the origin located on the oxygen site (or the auxiliary site $M$ characteristic of TIP models). Only the cases of fluctuating charges and point dipoles will be addressed, as the general expression for the shell method is already derived in Sec. II C.

1. Fluctuating charges

The molecular dipole moment in the $z$ direction is given by $\langle q_{H_1} + q_{H_2} \rangle d \cos(\theta/2)$, where $d$ denotes the O-H bond length and $\theta$ the bending angle. If the set of Eq. (4) is particularized for this case (only the equation for one of the two hydrogens is given), we obtain

$$x_H + J_0^H q_{H_1} + J_{H_1} q_{H_2} + J_{HO} q_O \cdot d \cos(\theta/2) E = \chi,$$

$$x_O + J_0^O q_O + J_{HO} q_{H_1} + J_{HO} q_{H_2} = \chi,$$

$$q_{H_1} + q_{H_2} = 0.$$  \hspace{1cm} (A1)

Together with the fact that both hydrogens have the same charge ($q_{H_1} = q_{H_2}$), it is straightforward to obtain for the induced charge on each hydrogen,

$$q_{ind}^H = \frac{E d \cos(\theta/2)}{J_0^H + J_{H_1} + J_{H_2} + 2J_{HO}^O - 4J_{HO}}.$$  \hspace{1cm} (A2)

The induced dipole in the $z$ direction is thus given by

$$p_{ind}^z = 2q_{ind}^H d \cos(\theta/2) = \frac{E^2 d^2 \cos^2(\theta/2)}{J_0^H + J_{H_1} + J_{H_2} + 2J_{HO}^O - 4J_{HO}}.$$  \hspace{1cm} (A3)

from which $\alpha_{zz}$ is readily identified \cite{43} [see Eq. (8)].

2. Point dipoles

Under the effect of an external field in the $z$ direction there are, in principle, nine induced dipole Cartesian components, which are reduced to only three due to symmetry considerations: the $z$ component of the oxygen dipole moment ($p_{oz}^z$), the $z$ component of the hydrogen dipoles ($p_{oz}^H$ and $p_{oz}^H$, which will be equal), and possibly the $y$ components of the hydrogen dipoles ($p_{oy}^H$ and $p_{oz}^H$, again equal in magnitude but of opposite signs).

We can compute, for instance, $p_{oz}^O$ expanding formula (14) and retaining terms different from zero:

$$p_{oz}^O = \alpha \alpha_0 \{ E + (T_{OH_1})_z z \tilde{P}_{H_1} + (T_{OH_1})_z z \tilde{P}_{H_2} + (T_{OH_1})_z z \tilde{P}_{H_3} + (T_{OH_1})_z z \tilde{P}_{H_4} \}$$  \hspace{1cm} (A4)
\[
\alpha_0 E + \left( (T_{O-H_1})_{zz} + (T_{O-H_2})_{zz} \right) p_{z}^{H_1} \\
+ \left( (T_{O-H_1})_{zy} - (T_{O-H_2})_{zy} \right) p_{y}^{H_1}.
\] (A7)

From Eq. (12), the polarization tensor components are
\[
(T_{O-H_1})_{zz} = (T_{O-H_2})_{zz} = \frac{1}{d^3} \left[ 3 \cos^2(\theta) - 1 \right],
\] (A8)
\[
(T_{O-H_1})_{zy} = -(T_{O-H_2})_{zy} = \frac{3 \cos(\theta) \sin(\theta)}{d^3},
\] (A9)

which when inserted in the expression for \(p_z^0\) yield
\[
p_z^0 = \alpha_0 \left[ E + \frac{2}{d^3} [3 \cos^2(\theta) - 1] p_{z}^{H_1} \\
+ \frac{6 \cos(\theta) \sin(\theta)}{d^3} p_{y}^{H_1} \right].
\] (A10)

In a similar way corresponding expressions can be derived for the other two components:
\[
p_z^{H_1} = \alpha_H \left[ E + \frac{3 \cos^2(\theta) - 1}{d^3} p_{z}^0 - \frac{1}{8d^3 \sin^3(\theta)} p_{z}^{H_1} \right],
\] (A11)
\[
p_y^{H_1} = \alpha_H \left[ \frac{3 \cos(\theta) \sin(\theta)}{d^3} p_{z}^0 - \frac{1}{4d^3 \sin^3(\theta)} p_{y}^{H_1} \right].
\] (A12)

From the last three equations it is straightforward to express the dipole components in terms of \(E\). When inserted in the expression for the total dipole moment \(p_z = p_z^0 + 2p_z^{H_1}\), \(\alpha_{zz}\) is readily identified [see Eq. (17)].